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Course Code: MIT 307 
Breakup: 0-0-4 Course name: PYTHON Lab 

Course Details 

1. WRITE A PYTHON PROGRAM TO FIND GCD 

2. WRITE A PYTHON PROGRAM TO CHECK PRIME OR NOT 

3. WRITE A PYTHON PROGRAM TO USE POWER FUNCTION 
4. WRITE A PYTHON PROGRAM TO CALCULATE BINARY OF A NUMBER 

5. WRITE A PYTHON PROGRAM TO CALCULATE HEXADECIMAL OF A 

NUMBER 

6. WRITE A PYTHON PROGRAM TO CALCULATE THE MATRIX 

MULTIPLICATION 

7. WRITE A PYTHON PROGRAM TO FIND THE GREATEST NUMBER IN NÚUMPY 
ARRAY 

8. WRITE A PYTHON PROGRAM USING L0OPS FOR BUBBLE SORT 

9. WRITE A PYTHON PROGRAM TO FIND NAMES OF STUDENTS HAVING NAME 
LENGTH GREATER THAN 4 

10. WRITEA PROGRAM TO FIND NUMBER OF CAPITAL LETTERRS 

11. WRITEA PYTHON PROGRAM TO REVERSE A STRING 

12. WRITE A PROGRAM TO MULTIPLY TWO ARRAYS 

13. DEFINE A FUNCTION EXAMPLE IN PYTHON 

14. WRITEA PROGRAM TO REMOVE SPACES BETWEEN WORDS 

15. FIND THE DATE BIRTH YEAR 

16. WRITEA PROGRAM TO REMOVE SPACES AND INSERT THE SPACES WITH "" 

17. WRITEA PROGRAM TO REMOVE DIGITS FROM THE STRING 

18. WRITEA PROGRAM TO INSERT THE VALUE OF LIST INTO ARRAY 
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Course Code: MIT-401 
Course Name: Probability and Statistics for Computer Science 

Breakup: 4-0-0 
Course Details: 

Unit I 
Introduction: Data Collection and Descriptive Statistics, Inferential Statistics and 
probability Models, Population and Samples. 

Unit II 

Descriptive Statistics: Describing Datasets, Single Point Summarization, Paired Datasets. 

Unit III Probability: Sample Space and Events, Axioms of Probability, Conditional Probability. 

Unit IV 
Random Variables and Expectations: Random variables, Jointly Distributed Random variables, Expectation, Variance, Co-variance, Probability Distributions. Parameter Estimation-Maximum Likelihood Estimates; Regression Analysis; Applications, Markov Process, Poisson Process. 

Statistical hypothesis, Null and Alternate hypothesis, test of hypothesis and significance, Type I and Type II errors, Level of Sig-nificance, Tests involving the Normal distribution, One-Tailed and Two-Tailed tests, P value. Special tests of significance for Large samples and Small samples (F, chi- square, z, t- test), ANOVA. 

Unit V 

Textbooks and References: 

1. S. M. Ross, Introduction to Probability and Statistics for Engineers and Scientists, Elsevier. 
2. W. Feller, An Introduction to probability Theory and its Applications- Vol. 1, Wiley. 3. K. S. Trivedi, Probability and Statistics with Reliability, Queuing and Computer Science Applications, Wiley. 
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Course Code: 
Course Name: 

MIT -402 
Breakup: 4-0-0 Artificial Intelligence Course Details: 

Unit I 

Introduction: 
Introduction to AI, Foundations of AI, History of AI, Concept of Al techniques, the 
underlying assumptions, the state of art 

Intelligent agents: 
Agents and Behavior, The concept of rationality, Agent Architecture 

Unit II 
Problem solving: 

Problems, problem space and search Formulating problems, Designing the problems as 
state space search, Issues in the design of search programs 
Uninformed Search Techniques: Breadth first, Depth first, Depth limited, Iterative deepening, bidirectional, etc 

Unit IlI 
Heuristic/Informed Search Techniques: 
Generate and test, Best first search, A* search, Memory bounded heuristic search, Hill climbing search, Simulated annealing search, local beam search, genetic algorithms 

Unit IV 
Constraint Satisfaction Problem, Means End Analysis Adversial Search: Optimal decitions in games, Minmax algorithm, Alpha Beta Pruning 
Knowledge Representation knowledge representation issues, the predicate calculus representing knowledge using rules, symbolic reasoning,
reasoning

uncertainty, Probabilistic 

Unit V 
Languages and programming technique for AI: 

An Introduction to PROLOG or LISP 

Text Books and References: 

1. S.J. Russell and P. Norvig, Artificial intelligence: A Modern Approach, PHI 
2. Elaine Rich and Kaven Knight - Artificial Intelligence 2nd Ed. TMH 

3. Nils J. Nilsson- Artificial Intelligence (Harcourt India Pub.Ltd.) 
4. Charnick Me Dermott - Introduction to Artificial Intelligence (Pearson) 
5. Turban Aronson- Decision Support System & Intelligent System (Pearson) 



Course Code: MIT - 403
Course Name: Computer Vision and Image Recognition Course Details: 

Breakup: 4-0-0 

| Unit I 
Morphological Image Processing: Basic concept of set theory, logic operation 
involving binary images, dilation and erosion, opening and closing, and hit-or- 
miss transformation. Some basic morphological algorithms- Boundary 
extraction, region filling, extraction of connected components, convex hull, 
thinning, thickening, skeletons, and pruning. Extensions to gray-scale images Dilation, Erosion, Opening and closing, and application of gray scale 
morphology. 

Unit II Point detection, line Image Segmentation: Detection of discontinuities 
detection, edge detection gradient operators, compass operators, Laplace 
operators and zero crossing, stochastic gradients, performance of edge detector 

operators. Amplitude thresholding or window slicing, component labeling, 
boundary based approaches, region -based approaches and clustering, template 
matching, and texture segmentation. 

Boundary Extraction and Representation: Connectivity, Contour following, 
edge linking, Hough transform, chain code, fitting line segments, B-spline 
representation, Fourier descriptors, shape number, and autoregressive model. 

Unit I1I 

Region Representation: Run-length codes, quad-trees, topological descriptor,
texture and projections.Moment Representation: Moment representation theorem, 
moment matching, orthogonal moments, moment invariants, applications of moment 
invariants. 

Unit IV 

Shape feature: Geometric features, moment-based features. 
Texture: Statistical approaches, structural approaches, and other approaches. Scene matching: Image subtraction, template matching and area correlation, 
and matched filtering. 

Unit V 

Textbooks and References: 
1. A. K. Jain, Fundamentals of Digital Image Processing, Pearson Education India, 2015. 
2. R. Gonzalez, Richard Woods, Digital Image Processing, Pearson Education 

India, 2017. 
3. M. Sonka, V. Hlavac, R. Boyle, Image Processing, Analysis and Machine Vision, 

Cl- Engineering, 2014. 
4. B. Chanda, D. . Majumder, Digital Image Processing and Analysis, ISBN: 978-81- 

203-4325-2, PHI, 2013, 
5. D. Forsyth, J.Ponce, Computer Vision: A Modern Approach, Pearson, 2015. 
6. R. Szeliski, Computer Vision: Algorithms and Applications, Springer, 2010. 
7. S. J. D. Prince, Computer Vision: Models, Learning, and Inference, 

Cambridge University Press, 2012. 



Course Code: MIT 404 
Course Name: Machine Leaning (ML) 

Breakup: 4-0-0 

Unit MODULE-1: 
ntroduction to Machine Learning (ML), History and Applications of ML, Recent trends in 

Machine Learning, 
Artificial Intelligence (AT), 

Types of Machine Leaning 
Machine Learning Pipeline, 
Understanding of Data and Datasets, Features Extraction, Features selection, Feature 
selection Mechanisms 
Train, Test and Validation Sets, Imbalanced data, Outliers, Overfitting and Under fitting, 
Confusion Matrix, Performance Metrics: Accuracy, Precision, Recal, F-1 Score. 

Unit II 

MODULE-2: SUPERVISED LEARNING (REGRESSIONICLASSIFICATIOON) 
Distance-based methods, Euclidean and Manhatan Distances, Nearest-Neighbours, 
Regression: Linear Regression, Cost Function, Multiple Linear Regressions, 

Classification: Logistic Regression, Decision Trees, Clasification and Regression Trees 
CART), Naive Bayes Classifiers, k-Nearest Neighbor (KNN), Support Vector Machines 
(SVM). 

Unit III MODULE-3: UNSUPERVISED LEARNING 

Clustering Algorithms: k-Means clustering, Hierarchical Clustering, Probabilistic 
Clustering.Dimensionality Reduction, Principal components analysis (PCA), 

Unit IV 
MODULE-4: 

Analysis and Evaluation of Machine Leaming algorithms and Model Selection, 

Deep Learming, 
Neural Network: Basic Design Of Neural Network, Multilayer Perceptron's 
(MLP),Activation Function: Logistic Sigmoid, 

Unit V MODULE-5: 

Semi-supervised Learning, Active Learning, Reinforcement Learning, 

.Introduction to Bayesian Learming, Recommender System, Case studies. 

Textbooks and References: 

1. Introduction to Machine Learning- Ethem Alpaydin, MIT Press, Prentice Hall of India. 2. Kevin Murphy, Machine Learning: A Probabilistic Perspective, MIT Press, 2012 
3. Patrick Henry Winston, Artificial Intelligence, 3rd Edition, AW, 1999. 



Course Code: 
Course Name: Deep Learning 
Course Details: 

MIT-405 Breakup: 4-0-0 

Unit 1 Linear Algebra Review: Brief review of 

concepts from LinearAlgebra. 

Optimization: Types of errors, bias-variance tradeoff, overfitting-underfitting, 
a brief review of concepts from Vector Calculus and optimization, variants of 

gradient descent, momentum. 

Unit II 
Logistic Regression: Basic concepts of regression and classification problems, 
linear models addressing regression and classification, maximum likelihood, 
logistic regression classifiers. 

Unit IlI 
Neural Networks: Basic concepts of artificial neurons, single and multilayer 
percep trons, perceptron learning algorithm, its convergence proof, different 
activation functions,softmax cross-entropy loss function. 

| Unit IV Recurrent Neural Networks: Discussion on Recurrent Neural Networks 
(RNNS), Long- Short, Term Memory (LSTM) architectures, and basics of word 

embedding. 

Deep Reinforcement Learning, Autoencoders (standard, denoising, contractive, etc). 

Unit V 
ConvNets: Basic concepts of Convolutional Neural Networks starting from 
filetering. Convolution and pooling operation and arithmetics of these. 

ConvNet Architectures: Discussions on famous convnet architectures 
AlexNet, ZFNet, VGG, C3D, GoogLeNet, ResNet, MobileNet-vl. 

Textbooks and References: 

1. Goodfellow, Y. Bengio, A. Courville, Deep Learning, MIT Press, 
2016. (http://www.deeplearningbook.org) 

2. M. A. Nielsen, Neural networks and deep learning. Vol. 2018, Determination press, 
2015.,Determination press San Francisco, CA. 

3. F. Chollet. Deep Learning with Python, Manning, 20117. 
4. H. Jones, Deep Learning 

Want to Understand How Deep Neural Networks Work and Related to Machine 
Learning and Artificial Intelligence, Createspace Independent Publishing, 2018. 

An Essential Guide to Deep Learning for Beginners Who 



Course Code: MIT 406 Breakup: 4-0-0 
Course Name: Internet of Things 
Course Details: 

Unit I 
Introduction to loT: Genesis of loT, loT and Digitization, lo'T 
Challenges, ComparingloT architectures, a simplified loT architecture, The 

core loT functional Stack, loT data management and compute stack. 

Unit II 
Engineering for IoT Networks: Sensors, Actuators, Smart Objects, Sensor 
Networks, loT Access Technologies, IP as the loT Network Layer, 
Applications protocols for loT. 

Unit I1I 
Data and Analytics for IoT: An introduction to data analytics for IoT, 
Machine Learning, Big data analytics tools and technology, edge streaming 
analytics, network analytics 

IoT in Industry: Manufacturing, Oil and Gas, Utilities, Smart and 
Connected Cities, Transportation, Mining, Public Safety. 

Unit IV 

Unit V Cloud Platforms for I0T 

Textbooks and References: 

1. D. Hanes, G. Salgueiro, P. Grossetete, R. Barton, J. Henry, loT Fundamentals: 
Networking Technologies, Protocols, and Use Cases for the Internet of Things, 
CISCO. 

2. Rajkamal, Internet of Things, McGraw Hill E 
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