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1. Data Science is primarily concerned

with:

(A) Data storage

(B) Extracting knowledge and

insights from data

(C) Data deletion

(D) Data encryption

2. Which of  the following is not a role

in Data Science?

(A) Data Engineer

(B) Data Scientist

(C) Data Doctor

(D) Data Analyst

3. The first stage in a Data Science project

is:

(A) Data Modeling

(B) Data Visualization

(C) Problem Definition

(D) Model Deployment

4. Which of these is an application of

Data Science?

(A) Healthcare diagnosis

(B) Fraud detection

(C) Recommendation systems

(D) All of  the above

5. The term "Big Data" is often

characterized by:

(A) Volume, Variety, Velocity

(B) Value, Velocity, Vividness

(C) Volume, Variance, Visibility

(D) Variation, Volume, Visuals

6. Data Science overlaps with which of

the following fields?

(A) Statistics

(B) Computer Science

(C) Domain Knowledge

(D) All of  the above

7. A major challenge in Data Science is:

(A) Lack of storage

(B) Data Security Issues

(C) Limited programming

languages

(D) Absence of statistics

8. A person who develops and maintains

data pipelines is called:

(A) Data Scientist

(B) Data Engineer

(C) Data Analyst

(D) Data Manager
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9. The goal of Data Science is to:

(A) Collect as much data as

possible

(B) Clean all types of data

(C) Extract actionable insights

(D) Visualize only structured data

10. Which of the following is not a stage

in a Data Science project?

(A) Data Collection

(B) Model Training

(C) Web Development

(D) Data Cleaning

11. An example of Data Science in finance

is:

(A) Predicting stock market trends

(B) Creating comic books

(C) Developing musical

instruments

(D) Growing crops

12. In Data Science, "Data Security" refers

to:

(a) Storing data in a spreadsheet

(B) Protecting data from

unauthorized access

(C) Deleting unnecessary files

(D) Using data only for

visualization

13. Which of these best describes a Data

Scientist?

(A) Only a programmer

(B) Only a statistician

(C) A professional combining

statistics, programming, and

domain knowledge

(D) A database administrator

14. One of the key applications of Data

Science in e-commerce Is;

(A) Customer recommendation

engines

(B) Painting artwork

(C) Building highways

(D) None of the above

15. Which role is responsible for

analyzing data trends and patterns?

(A) Data Engineer

(B) Data Analyst

(C) Network Engineer

(D) Web Developer

16. Which company is famous for

pioneering Data Science in

personalized recommendations?

(A) Netfiix

(B) Ford

(C) Nokia

(D) Philips
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17. A key challenge in Data Science

projects is:

(A) Lack of programming

languages

(B) Handling unstructured data

(C) No need for visualization tools

(D) Eliminating statistics

18. Data Science contributes to healthcare

by:

(A) Diagnosing diseases using

patient data

(B) Manufacturing medicines

(C) Building hospitals

(D) Supplying medical equipment

19. Which is not an example of Data

Science application?

(A) Spam filtering in emails

(B) Image recognition

(C) Social media analytics

(D) Manual bookkeeping

20. Data Science has evolved from which

main disciplines?

(A) Physics and Biology

(B) Statistics, Computer Science,

and Data Engineering

(C) Music and Arts

(D) Architecture and Civil

Engineering

21. Which of the following is the first step

in Data Preprocessing?

(A) Data Integration

(B) Data Cleaning

(C) Data Reduction

(D) Data Visualization

22. The process of combining data from

multiple sources is called:

(A) Data Cleaning

(B) Data Integration

(C) Data Transformation

(D) Data Reduction

23. Handling missing values Is part of:

(A) Data Collection

(B) Data Cleaning

(C) Data Modeling

(D) Data Deployment

24. Which of these is not a data collection

strategy?

(A) Surveys

(B) Experiments

(C) Random guessing

(D) Observations
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25. Data Transformation is required to:

(A) Convert data into a suitable

format

(B) Increase data size

(C) Delete Irrelevant data

(D) Reduce redundancy

26. Which of the following methods is

used to reduce data size while

maintaining integrity?

(A) Data Cleaning

(B) Data Reduction

(C) Data Expansion

(D) Data Augmentation

27. An example of a data collection source

is:

(A) Database

(B) Social Media

(C) IoT devices

(D) All of the above

28. Outlier detection is part of:

(A) Data Reduction

(B) Data Cleaning

(C) Data Collection

(D) Data Visualization

29. Which of these is a Data

Preprocessing step?

(A) Data Modeling

(B) Data Integration

(C) Cloud Deployment

(D) Algorithm Selection

30. Normalization in Data Preprocessing

refers to:

(A) Increasing data redundancy

(B) Scaling data into a defined

range

(C) Removing duplicate records

(D) Detecting anomalies

31. Which of the following is an example

of structured data?

(A) Tweets

(B) Sensor readings in a table

(C) Images

(D) Videos

32. Data Cleaning includes:

(A) Removing duplicates

(B) Handling missing values

(C) Detecting inconsistencies

(D) All of the above
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33. The process of mapping data into new

attributes for better learning is:

(A) Feature Engineering

(B) Data Reduction

(C) Data Collection

(D) Normalization

34. Which of these is a data reduction

technique?

(A) Dimensionality reduction

(B) Sampling

(C) Data compression

(D) All of the above

35. When raw data is collected without

cleaning, it is referred to as:

(A) Clean Data

(B) Dirty Data

(C) Normalized Data

(D) Processed Data

36. An example of unstructured data is:

(A) CSV file

(B) SQL database

(C) Video recordings

(D) Excel sheet

37. Data Transformation includes:

(A) Smoothing

(B) Aggregation

(C) Generalization

(D) All of the above

38. A data preprocessing step that reduces

storage and computation costs is:

(A) Data Expansion

(B) Data Reduction

(C) Data Transformation

(D) Data Visualization

39. Which type of error occurs when

irrelevant anributes are included in

data?

(A) Data redundancy

(B) Data leakage

(C) Data inconsistency

(D) Data bias

40. The goal of Data Preprocessing is to:

(A) Make data ready for analysis

(B) Increase data collection

(C) Visualize results

(D) Deploy a model
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41. Exploratory Data Analysis (EDA)

primarily focuses on:

(A) Data Deployment

(B) Understanding data patterns and

relationships

(C) Model evaluation

(D) Algorithm selection

42. Which of these is not a descriptive

statistic?

(A) Mean

(B) Standard Deviation

(C) Regression Coefficient

(D) Skewness

43. A measure of how spread out values

are around the mean is:

(A) Mean

(B) Standard Deviation

(C) Mode

(D) Median

44. Skewness is used to measure:

(A) The central tendency of data

(B) The symmetry of the data

distribution

(C) The spread of data

(D) The relationship between two

variables

45. If a dataset has high positive skewness,

its tail is:

(A) Toward the left

(B) Toward the right

(C) Symmetrical

(D) None of the above

46. Kurtosis measures:

(A) The peak and flatness of a

distribution

(B) The average of a dataset

(C) The deviation from the mean

(D) The correlation between

variables

47. A box plot is used for:

(A) Showing data distribution and

outliers

(B) Predicting future values

(C) Performing regression analysis

(D) Classifying data

48. Which component is not shown in a

box plot?

(A) Median

(B) Quartiles

(C) Outliers

(D) Regression Line
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49. Pivot tables are mainly used in:

(A) Summarizing and analyzing

large datasets

(B) Model deployment

(C) Neural network training

(D) Data encryption

50. The correlation coefficient ranges

between:

(A) 0 and l

(B) –1 and +1

(C) –2 and +2

(D)   and  

51. A correlation coefficient close to +1

indicates:

(A) Strong negative correlation

(B) Strong positive correlation

(C) No correlation

(D) Weak relationship

52. ANOVA is used to:

(A) Compare means across

multiple groups

(B) Test data normality

(C) Measure correlation

(D) Perform clustering

53. In EDA, detecting outliers helps in:

(A) Improving model accuracy

(B) Reducing redundancy

(C) Ignoring visualization

(D) Deleting all data

54. Which visualization is best for

identifying skewness?

(A) Histogram

(B) Scatter Plot

(C) Pie Chart

(D) Line Graph

55. A scatter plot is used to visualize:

(A) Distribution of a single

variable

(B) Relationship between two

variables

(C) Central tendency

(D) Data hierarchy

56. The mean of dataset [5,10,15] is:

(A) 5

(B) 10

(C) 15

(D) 20
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57. The measure of "average squared

deviation from the mean" is called:

(A) Variance

(B) Standard Deviation

(C) Mean

(D) Median

58. Which tool can generate Pivot Tables

automatically?

(A) Python

(B) Excel

(C) R

(D) All of the above

59. A correlation value of 0 implies:

(A) Strong positive relation

(B) Strong negative relation

(C) No linear relation

(D) Perfect dependency

60. EDA helps in:

(A) Feature selection

(B) Identifying data patterns

(C) Outlier detection

(D) All of the above

61. Machine Learning is best defined as;

(A) Writing explicit rules for

computers

(B) Enabling machines to learn

patterns from data

(C) Hardcoding decisions into

software

(D) Storing and retrieving data

efficiently

62. The main types of machine learning

are:

(A) Regression and Clustering

(B) Supervised, Unsupervised, and

Reinforcement

(C) Linear and Non-linear

(D) Classification and Prediction

63. Regression problems are used for:

(A) Predicting continuous values

(B) Predicting categorical values

(C) Grouping similar data

(D) Detecting anomalies

64. Classification problems are used for:

(A) Predicting age of a person

(B) Predicting if an email is spam

or not

(C) Predicting stock price

(D) Estimating rainfall amount
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65. Supervised learning requires:

(A) Labeled data

(B) Uniabeled data

(C) No data at all

(D) Only Reinforcement signals

66. Unsupervised learning is mainly used

for:

(A) Regression tasks

(B) Clustering data without labels

(C) Classification tasks

(D) Forecasting trends

67. Which of the following is an example

of supervised learning?

(A) Market basket analysis

(B) Spam email detection

(C) Customer segmentation

(D) Anomaly detection

68. Which of the following is an example

of unsupervised learning?

(A) Predicting house prices

(B) Classifying animals as dogs or

cats

(C) Clustering customers based on

purchases

(D) Detecting fraud with past labels

69. In machine learning, a feature refers

to:

(A) A dataset

(B) An individual measurable

property of data

(C) The final prediction

(D) The training algorithm

70. Which machine learning task predicts

values like sales, temperature, or

weight?

(A) Classification

(B) Regression

(C) Clustering

(D) Dimensionalitv reduction

71. Overfitting occurs when:

(A) The model performs well on

training but poorly on test data

(B) The model performs well on

both training and test data

(C) The model performs poorly on

both training and test data

(D) The model ignores training data

72. The opposite of overfitting is:

(A) Clustering

(B) Underfitting

(C) Classification

(D) Regression
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73. Which of the following is not a

supervised learning algorithm?

(A) Linear Regression

(B) Decision Trees

(C) K-Means Clustering

(D) Support Vector Machines

74. Which algorithm is most suitable for

grouping customers based on

behavior?

(A) Linear Regression

(B) Logistic Regression

(C) K-Means Clustering

(D) Naive Bayes

75. Which of the following is an evaluation

metric for classification problems?

(A) Accuracy

(B)  Mean Absolute Error

(C) Root Mean Square Error

(D) Adjusted

76. Reinforcement Learning uses:

(A) Rewards and penalties

(B) Labeled data

(C) Clustering

(D) Regression

77. In supervised learning, the dataset is

usually divided into:

(A) Training and Test sets

(B) Validation and Feedback sets

(C) Training and Clustering sets

(D) Feature and Attribute sets

78. An example of classification is:

(A) Predicting house rent

(B) Predicting tomorrow's

temperature

(C) Determining if a tumor is

malignant or benign

(D) Estimating employee salary

79. In ML, a "label" refers to:

(A) The input variable

(B) The output variable we want to

predict

(C) The preprocessing step

(D) A data collection method

80. Which learning approach is most

suitable for playing chess through trial

and error?

(A) Supervised Learning

(B) Unsupervised Learning

(C) Reinforcement Learning

(D) Semi-supervised Learning
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81. Neural Networks are inspired by:

(A) Circuits in computers

(B) Biological neurons in the brain

(C) Chemical reactions

(D) Mechanical systems

82. Which is the basic unit of an artificial

neural network?

(A) Neuron

(B) Layer

(C) Synapse

(D) Weight

83. In biological neurons, information

passes through :

(A) Axons and dendrites

(B) Chips and processors

(C) Tables and charts

(D) Layers and weights

84. The function of weights in a neural

network Is to:

(A) Store raw data

(B) Determine the strength of

connections

(C) Reduce dimensionality

(D) Remove noise

85. Which neural network model is

commonly used for image

recognition?

(A) Convolutional Neural Network

(CNN)

(B) Recurrent Neural Network

(RNN)

(C) Perceptron

(D) Hopfield Network

86. The first model of an artificial neuron

was called:

(A) Backpropagation model

(B) Perceptron

(C) Hebbian model

(D) Boltzmann machine

87. An activation function in neural

networks is used to:

(A) Normalize data

(B) Introduce non-linearity

(C) Remove duplicates

(D) Reduce features

88. Which activation function outputs

values between 0 and 1?

(A) ReLU

(B) Sigmoid

(C) Tanh

(D) Linear

89. The Tanh activation function outputs

values between:

(A) 0 and l

(B) –l  and +l

(C) 0 and 
(D)   and 

90. Which algorithm is commonly used to

train neural networks?

(A) Decision Trees

(B) Backpropagation

(C) K-Means

(D) Linear Regression
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91. A feedforward neural network means:

(A) Data moves only in one

direction

(B) Data moves in both directions

(C) Data moves randomly

(D) Data forms loops

92. Recurrent Neural Networks (RNNs)

are especially useful for:

(A) Image classification

(B) Sequence and time-series data

(C) Static data

(D) Dimensionality reduction

93. The main challenge with training deep

neural networks is:

(A) Too many labels

(B) Vanishing and exploding

gradients

(C) Lack of features

(D) Limited activation functions

94. Dropout in neural networks is a

technique used for:

(A) Reducing overfitting

(B) Increasing learning rate

(C) Removing irrelevant features

(D) Scaling data

95. In neural networks, bias helps to:

(A) Shift the activation function

(B) Remove redundant features

(C) Increase dataset size

(D) Perform clustering

96. Which type of network allows

feedback loops?

(A) Feedforward Network

(B) Recurrent Neural Network

(C) Convolutional Network

(D) Multi-layer Perceptron

97. A deep neural network usually refers

to a network with:

(A) One hidden layer

(B) More than one hidden layer

(C) Only input and output layers

(D) No activation function

98. Which neural network model is

energy-based?

(A) CNN

(B) RNN

(C) Hopfield Network

(D) Perceptron

99. Artificial Intelligence and Neural

Networks are connected because:

(A) Neural networks are a subset of

AI techniques

(B) AI is a subset of neural

networks

(C) Both are unrelated

(D) Both only deal with statistics

100. The main advantage of neural networks

is:

(A) Ability to learn complex non-

linear relationships

(B) Simplicity of interpretation

(C) Requirement of no data

(D) Manual feature engineering
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mnkgj.k %

iz'u %

iz'u 1

iz'u 2

iz'u 3

5. izR;sd iz'u ds vad leku gSaA vkids ftrus mÙkj
lgh gksaxs] mUgha ds vuqlkj vad iznku fd;s tk;saxsA

6. lHkh mÙkj dsoy vks0,e0vkj0 mÙkj&i=d
(OMR Answer Sheet) ij gh fn;s tkus gSaA
mÙkj&i=d esa fu/kkZfjr LFkku ds vykok vU;=
dgha ij fn;k x;k mÙkj ekU; ugha gksxkA

7. vks0,e0vkj0 mÙkj&i=d (OMR Answer

Sheet) ij dqN Hkh fy[kus ls iwoZ mlesa fn;s x;s
lHkh vuqns'kksa dks lko/kkuhiwoZd i<+ fy;k tk;sA

8. ijh{kk lekfIr ds mijkUr ijh{kkFkhZ d{k fujh{kd

dks viuh OMR Answer Sheet miyC/k djkus

ds ckn gh ijh{kk d{k ls izLFkku djsaA ijh{kkFkhZ

vius lkFk iz'u&iqfLrdk ys tk ldrs gSaA

9. fuxsfVo ekfdZax ugha gSA

10. dksbZ Hkh jQ dk;Z] iz'u&iqfLrdk esa] jQ&dk;Z ds
fy, fn, [kkyh ist ij gh fd;k tkuk pkfg,A

11. ijh{kk&d{k esa ykWx&cqd] dSYdqysVj] istj rFkk lsY;qyj
Qksu ys tkuk rFkk mldk mi;ksx djuk oftZr gSA

12. iz'u ds fgUnh ,oa vaxzsth :ikUrj.k esa fHkUurk gksus

dh n'kk esa iz'u dk vaxzsth :ikUrj.k gh ekU;

gksxkA
egRoiw.kZ% iz'uiqfLrdk [kksyus ij izFker% tk¡p dj
ns[k ysa fd iz'uiqfLrdk ds lHkh i`"B HkyhHkk¡fr Nis
gq, gS aA ;fn iz'uiq fLrdk es a dk sbZ deh gk s ] rk s
d{kfujh{kd dk s fn[kkdj mlh fljht dh nwljh
iz'uiqfLrdk izkIr dj ysaA
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