ROIL NO. «eeeeceecseescescossecsse

Question Booklet Number

O.M.R. Serial No.

B.Sc. (SEM.-VI) (NEP) (SUPPLE.)EXAMINATION, 2024-25
STATISTICS

( Operations Research )

Paper Code
B|0[6(0]6]|0]2|T

Time : 1 : 30 Hours

Question Booklet
Series

A

Max. Marks : 75

Instructions to the Examinee :

1. Do not open the booklet unless you are

asked to do so.

2. The booklet contains 100 questions.
Examinee is required to answer 75
questions in the OMR Answer-Sheet

provided and not in the question booklet.

All questions carry equal marks.

3. Examine the Booklet and the OMR
Answer-Sheet very carefully before you
proceed. Faulty question booklet due to
missing or duplicate pages/questions or

having any other discrepancy should be

got immediately replaced.

4, Four alternative answers are mentioned
for each questionas -A, B, C&D inthe
booklet. The candidate has to choose
the correct / answer and mark the same
in the OMR Answer-Sheet as per the

direction :
(Remaining instructions on last page)

wheriE  fg e

1. UT-YRIeR I O T 7 Wi ST T S0
el F S

2. UT-gRaE & 100 999 &1 qhemd @t 75
TR Bl Fadt &1 T OMR STFER-Sfie T &l

B HAT 8, FSA-GRTBl T | Gt At
% i T 2

e &% IR e A A Gd IA-YRaH
T OMR TFER-91IT %l AEEFIYED o8
ol Agel geT-gRaew SR 8 9 B
| B2 U & A1 U9 Th § A ) 89 W
B A1 3qH Rl o T &l B, 3d
I3 & |

JeT-gRTe § U% U9 & "X Gl
SW- A, B, CTd D B qlemd & 3 @i

foepedl & | T2 IR Ble 31 I B OMR
AT § gtad 99T @ e § 9 derR

I 8
(T R g 7o )



1. Who is considered the founder of 1. e ST B GRIH o T

Operations Research? e &7
(A)  lIsaac Newton (A) TS e
(B) Charles Babbage B) e o
(C)  Frederick Taylor C)  WeR® T
D) George Dantzig D) ST W
2. The term 'Operations Research' was first 2. AR RS 9= Tedll SR ST
used during: goT o1
(A)  World Warl A TuH fasT 3=
(B) World War I B) fad fasa R
(@) Cold War (©) g IS
(D)  Vietnam War O) foEa= IS
3. Linear Programming is used to : 3. e TN B ST R S R
(A) Solve only engineering problems (A) HAA SSNATTT THESt Bl &
HH & A
(B)  Find optimal solutions under (B)  SmHSH ® ded HaNH FHE
constraints arH &
(C)  Calculate taxes C) & A B o
(D)  Prepare time tables D) & &R W %
4. The graphical method of Linear Programming 4. e T N Aikeber Al SN B
can be used for : ST T ®
(A) 1 variable A 1WA
(B) 2 variables B) 2% % f@
(C) 3 variables C 3T B
(D) Any number of variables D) el o & & T &
5. The feasible region in Linear Programming - W g A W & gA A
is always : T
(A)  Circular (A) TR
(B)  lrregular (B)  ervaEfmE
(C)  Convex €  ad
(D)  Concave D)  aqd
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6. The objective function in Linear
Programming is usually :
(A) Ignored
(B) Constant
(®) To be minimized or maximized
D) Irrelevant
7. Which of these is not a component of Linear
Programming?
(A) Constraints
(B) Objective Function
(®) Random Variables
(D) Decision Variables
8. The solution that satisfies all constraints is
called :
(A) Critical Point
(B) Corner Point
(@) Feasible Solution
D) Infeasible Solution
9. Graphical solution is limited to:
(A) 1 constraint only
(B) 2 decision variables
(®) 5 decision variables
D) No limitations
10. Operations Research mainly helps in :
(A) Guesswork
(B) Random decisions
(®) Scientific decision-making
D) Advertising
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1. Which method is commonly used to solve
LPP with more than two variables?
(A) Graphical method
(B) Trial and error
(®) Simplex method
(D) Dual method
12. In Simplex method, the first step is to :
(A) |dentify optimal solution
(B) Convert inequalities to equalities
(®) Draw a graph
(D) Apply duality
13. Artificial variables are introduced in :
(A) Graphical method only
(B) Simplex method only
(®) Big-M and Two-Phase methods
(D) Dual method only
14. The purpose of Big-M method is to :
(A) Minimize time
(B) Handle unbounded problems
(®) Penalize artificial variables
(D)  Avoid feasibility
15. Two-phase method differs from Big-M
method mainly in :
(A) Time complexity
(B) Objective function form
(®) Stepwise approach to feasibility
and optimality
(D) Number of variables
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16. Degeneracy in LPP occurs when :
(A) Multiple optimal solutions exist
(B) A basic variable takes zero value
(®) No feasible region is found
(D) Objective function is linear
17. In duality, the dual of a minimization problem
is
(A) Also a minimization problem
(B) A maximization problem
(®) Always unbounded
D) Infeasible
18. Dual variables are also known as :
(A) Decision variables
(B) Artificial variables
(®) Shadow prices
D) Surplus variables
19. In the simplex table, the pivot column is
selected based on :
(A) Most negative value in objective
row
(B) Highest coefficient
(®) Least cost
D) Random selection
20. The optimality condition in simplex method
is satisfied when :
(A) All RHS values are zero
(B) All values in the objective row are
non-negative
(®) There are no artificial variables
D) Slack variables are eliminated
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21. The transportation method is used to :
(A) Maximize time
(B) Minimize transportation cost
(®) Increase profit
(D) Maximize distance
22. The North-West Corner Rule starts allocation
from :
(A) Cell with least cost
(B) Bottom-right corner
(®) Top-left corner
D) Any random cell
23. Which method gives the initial basic feasible
solution based on least cost?
(A) North-West Corner Method
(B) Stepping Stone Method
(®) Least Cost Method
O)  VAM
24. Which of the following methods provides
the most optimized initial solution?
(A) North-West Corner
(B) VAM
(®) Least Cost
(D) MODI method
25. The VAM considers :
(A) Only row penalties
(B) Only column penalties
(9] Both row and column penalties
(D) Total supply and demand only
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26.

27.

28.

29.

30.

The least cost cell is selected based on : 26.
(A)  Supply
(B) Demand

(®) Minimum cost
(D) Total cost

Which method is used to test the optimality ~ 27.

of a solution?

A) VAM
(B) Least Cost
(®) Stepping Stone

(D) North-West Corner

In VAM, the penalty is calculated as : 28.

(A) Difference between highest and
lowest cost

(B) Difference between two lowest
costs

(®) Maximum cost
D) Average of costs

A balanced transportation problem has : 29.

(A) Supply = Demand

(B) Supply > Demand
(®) Supply < Demand
D) No relation between supply and

demand

In the Stepping Stone method, the  3p.

improvement index is calculated for :

(A) Occupied cells only
(B) Unoccupied cells only
(®) All cells

D) Only diagonal cells
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31. The assignment problem is a special case
of :
(A) Linear Programming
(B) Transportation Problem
(®) Game Theory
D) Integer Programming
32. The Hungarian method is used to :
(A) Solve differential equations
(B) Minimize assignment costs
(®) Solve inventory problems
(D) Find dual prices
33. In an assignment problem, the number of
rows and columns are :
(A) Always unequal
(B) Equal only in TSP
(®) Always equal
(D) Independent
34. The Travelling Salesman Problem
involves :
(A) Assigning workers to machines
(B) Visiting each city once with minimum
cost
(®) Repeating cities for maximum time
(D) Choosing shortest road from two
options
35. The Hungarian method works by :
(A) Using pivot tables
(B) Row and column reductions
(®) Stepping stone iterations
(D) Regression analysis
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36. The assignment problem is solved optimally
when :
(A) Total cost is maximum
(B) No zeros remain
(®) Minimum number of lines cover all
zeros
(D) All costs are equal
37. Transportation problem belongs to which
class of problems?
(A) Linear Problems
(B) Quadratic Problems
(®) NP-Hard Problems
(D) Deterministic Problems
38. The objective of TSP is to :
(A) Maximize profit
(B) Minimize the number of cities
(®) Minimize total distance or cost
(D) Avoid visiting any city twice
39. If an assignment problem has more workers
than jobs, it is :
(A) Balanced
(B) Unbalanced
(®) Infeasible
D) Invalid
40. Dummy rows or columns are added in
assignment problems to :
(A) Increase complexity
(B) Decrease cost
(®) Balance the problem
D) Eliminate constraints
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41. Replacement problems are studied in : 41.
(A) Game Theory
(B) Network Analysis
(®) Maintenance Management
(D) Scheduling
42. The replacement problem arises when : 42.
(A) There is excess production
(B) Equipment deteriorates over time
(®) Workers resign
D) Projects fail
43. In individual replacement, the item is 43.
replaced :
(A) On failure only
(B) In groups
(®) At fixed intervals
D) With all similar items
44, Group replacement policy is suitable 44.
when :
(A) Failure is rare
(B) Cost of individual replacement is
high
(®) Machines are new
D) Maintenance is easy
45, Group replacement is economical when : 45,
(A) Failure rate is low
(B) Replacement cost is fixed
(®) ltems have high initial failure
D) Large number of items are replaced
together
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46. Which of the following is a cost considered
in replacement analysis?
(A) Setup cost
(B) Book value
(®) Operating cost
(D) Inflation rate
47. A key objective of replacement policy is
to:
(A) Increase fixed costs
(B) Minimize total cost
(®) Replace at random
(D) Increase breakdowns
48. Group replacement intervals are decided
based on :
(A) Average age of machines
(B) Failure probabilities and cost
analysis
(@) Warranty period
D) Employee strength
49. Sudden failure items are usually replaced
using :
(A) Preventive method
(B) Individual replacement
(®) Group replacement
(D) Both (B) and (C)
50. The decision to replace an item depends
on:
(A) Manager’s choice
(B) Age of worker
(®) Cost comparison between old and
new
(D) Demand forecast
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51. The goal of job sequencing is to : 51.
(A) Maximize costs
(B) Minimize total elapsed time
(®) Reduce profit
(D) Avoid machine use
52.  In the n jobs — 2 machines problem, each ~ 52.
job is processed on :
(A) Only one machine
(B) Any random machine
(@) Both machines in the same order
D) All machines simultaneously
53.  Which of the following methods is used for ~ 53.
solving n jobs — 2 machines sequencing
problems?
(A) Hungarian method
(B) Johnson’s Rule
(9] Simplex method
D) Vogel's Approximation method
4. In Johnson’s Rule, jobs are arranged based  54.
on:
(A) Maximum processing time
(B) Average time
(®) Minimum processing time on either
machine
(D) Total cost
55. The minimum number of machines required ~ 55.
for Johnson’s Rule to be applied directly
is
(A) 1
(B) 2
© 3
(D) More than 3
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96. The total time taken to complete all jobs is
known as :
(A) Turnaround time
(B) ldle time
(®) Elapsed time
D) Waiting time
o7. In n jobs — k machines problem, each job
is processed:
(A) On any one machine
(B) Only on the first machine
(®) In a given sequence on all k
machines
D) Repeatedly
58. ldle time in machines is:
(A) The time machine is working
(B) Time taken for maintenance
(®) Time machine is not in use
(D) Productive time
59. 2 jobs — n machines problem involves :
(A) Sequencing of 2 machines and n
jobs
(B) Two jobs passing through n
machines in order
(®) Random processing of jobs
D) Assigning jobs to two workers
60. In job sequencing problems, backtracking
occurs when :
(A) Jobs are duplicated
(B) Jobs skip a machine
(®) A job returns to a previously used
machine
(D) All jobs are complete
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61. In game theory, a situation in which one  61.
player's gain is another player’s loss is
called :
(A) Nash Equilibrium
(B) Non-zero-sum Game
(®) Two-person Zero-sum Game
D) Dominant Strategy
62. The minimax principle aims to : 62.
(A) Maximize the opponent’s gain
(B) Minimize the maximum loss
(®) Maximize own profit only
(D) Minimize the opponent’s strategy
63. Which of the following is not a characteristic g3,
of a two-person zero-sum game?
(A) Fixed total payoff
(B) Conflict of interests
(®) Cooperation between players
(D) Opposite objectives
64. The payoff matrix in a two-person zero-sum g4,
game represents :
(A) Profits of the company
(B) Strategy of a single player
(®) Gains and losses of both players
D) Market equilibrium
65. In game theory, if both players have no g5
incentive to deviate from their strategy, the
situation is called:
(A) Optimal Plan
(B) Mixed Strategy
(®) Nash Equilibrium
D) Saddle Point
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66. A pure strategy refers to :

(A) Random selection

(B) Mixed approach

(®) Fixed strategy every time

(D) Change based on probability
67. A two-person zero-sum game always

involves :

(A) Shared rewards

(B) No payoff matrix

(®) Equal distribution

D) One’s gain equals another’s loss
68. In competitive games, players are :

(A) Working together

(B) Making joint profits

(®) Opposing each other

D) Ignoring each other
69. In the minimax strategy, a player :

(A) Maximizes minimum gain

(B) Minimizes maximum loss

(9] Chooses randomly

(D) Ignores other player's strategy
70. A saddle point in a payoff matrix is a point

where :

(A) Maximum of row equals minimum

of column

(B) Player loses everything

(9] Both players stop playing

(D) Matrix becomes unbalanced
B060602T-A/36

66.

67.

68.

69.

70.

(16)

T% ‘@R OFRT F A A R
(A)  AEREF

B) fAB@ T

(C) & 9K T& & M

D)  HWEEdl WX SR &

-8 SR-69 9§ A Bl ©

(A)

(B)  FE Yol g T

C) &M R

O P A =g AR

ofereqet oe § Rawgt -

(A) T e B #RA

(B) Y AW FAW o

C) TH-IE B A B B

D) TH-GER & TG I &

e ol § R

(A) I AT T ST AT o

(B) AR B B FATH A ©

C) dfe® &9 & I ©

(D)  UfIEal &l I Bl ToTsiar
BT §

Yl Ay & St TR’ I fig A

T S

(A) Gl B SARTH = H H
Nk
Re@el @9 B 8 I &
N RaeTl Qe & T A B
(O)  Hfgd STET B S B

o=




71.  What does the dominance property help ~ 71.
with in game theory?
(A) Increasing payoffs
(B) Reducing the size of the payoff
matrix
C) Identifying Nash Equilibrium
D) None of the above
72. A strategy is said to dominate another if : 72.
(A) It gives a lower payoff in all
conditions
(B) It gives the same payoff in all
conditions
) It gives a better or equal payoff in
all conditions
D) It is chosen more frequently
73. Which method is commonly used to solve  73.
a rectangular game with mixed strategies?
(A) Least cost method
(B) Big-M method
C) Linear programming
D) Johnson'’s rule
74. A strictly dominated strategy is one that 74,
is :
(A) Always better
(B) Always worse
C) Sometimes optimal
D) Random
75. When dominance is used iteratively to  75.
eliminate strategies, this process is
called :
(A) Backward elimination
(B) Minimax
) lterative dominance
D) Regression
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76. In a 2x2 game with no saddle point, the
solution is found using :
(A) Dominance
(B) Graphical method
(9] Simplex
(D) Mixed strategy
7. The value of the game in a mixed strategy
game is :
(A) Always zero
(B) Always positive
(®) The expected payoff when both
players play optimally
D) Equal to the maximum payoff
78. Which type of game is best solved using
the dominance method?
(A) Games with saddle point
(B) Games with large matrices
(®) Games with only one player
D) Games with independent payoffs
79. When both players use mixed strategies,
the game is said to be in :
A) Equilibrium
(B) Confusion
(®) Degeneracy
(D) Isolation
80. A rectangular game is one where :
(A) Payoffs are equal
(B) All players win
(®) The payoff matrix is not square
D) Matrix is diagonal
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81. What does LPP stand for? 81.
(A) Linear Process Planning
(B) Linear Programming Problem
(®) Linear Production Planning
D) Logical Programming Pattern
82. Which of the following is a feature of LPP?  82.
(A) Non-linear equations only
(B) Random variables
(®) Deterministic models
D) No objective function
83. The objective of an LPP is to : 83.
(A) Add constraints
(B) Randomize outcomes
(9] Maximize or minimize a linear
function
(D) Ignore variables
84. The feasible region in LPP is always : 84.
(A) Curved
(B) Non-existent
(®) Circular
(D) Convex
85. Which of the following is a limitation of LPP?  85.
(A) Cannot handle linear constraints
(B) All variables are interdependent
(®) Assumes linearity
(D) Used for non-quantifiable data
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86. LPP cannot be applied when :
(A) The problem has linear structure
(B) The objective is to maximize profit
(®) The variables are qualitative
(D) There are resource limitations
87. In LPP, constraints are expressed as :
(A) Words
(B) Graphs
(®) Inequalities or equations
(D) Algorithms
88. Which is not a component of an LPP?
(A) Objective function
(B) Constraints
(©) Qualitative data
D) Decision variables
89. LPP helps in :
(A) Making random guesses
(B) Optimal allocation of resources
(9] Ignoring constraints
(D) Eliminating all variables
90. A real-life limitation of LPP is :
(A) It can handle non-linear problems
(B) Variables must be integers
(®) Assumes certainty in parameters
(D) Too complex for computers
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91. The objective of a transportation problemis  91.
to :
(A) Maximize cost
(B) Minimize time
(®) Minimize cost
(D) Maximize supply
92. In a balanced transportation problem : 90
(A) Total demand > total supply
(B) Total supply = total demand
(®) Total supply < total demand
D) There is no demand
93. The Least Cost Method is used to : 93,
(A) Reduce labor
(B) Reduce time
(®) Make initial allocation
D) Final solution
94. In assignment problems, the number of  94.
tasks must be :
(A) More than workers
(B) Less than workers
(®) Equal to workers
(D) None of these
95. The Hungarian method is used for solving :  95.
(A) Transportation problem
(B) Assignment problem
(9] Sequencing problem
(D) Game theory
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96. The penalty used in Vogel's Approximation
Method is the difference between :
(A) Highest and lowest cost
(B) Two smallest costs
(9] Largest demand and supply
(D) Largest allocation and smallest
allocation
97. An assignment problem is a special case
of :
(A) Sequencing problem
(B) Linear programming
(®) Transportation problem
D) Game theory
98. A feasible solution is :
(A) A random allocation
(B) Allocation without satisfying
demand/supply
© Allocation satisfying all constraints
D) Allocation with minimum cost only
99. Dummy rows/columns are used in
assignment problems to :
(A) Increase cost
(B) Balance the problem
(®) Reduce rows
(D) Remove constraints
100.  Degeneracy in transportation occurs when :
(A) Number of allocations <m +n -1
(B) Number of allocations > m + n
(®) Number of rows = columns
D) Demand is zero
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