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The presence of outliers in the data may
lead to :

(A) Multicollinearity

(B) Autocorrelation

(C) Heteroscedasticity

(D) None of the above

The heteroscedasticity problem can be
rectified by :

(A) Durbin-Watson test

(B) Chow test

(C) Transforming the variables

(D) All of the above

For testing the significance of overall
regression we compute :

(A) F-test

(B) t-test

(C) Chi-square test

(D) None of the above

Which of the following tests are
employed to detect heteroscedasticity
problem ?

(A) Park test

(B) Glejser test

(C) Spearman rank correlation test

(D) All of the above
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Autocorrelation is a :

(A) Problem
(B) Test
(C) Both (A) and (B)

(D) None of the above

Which of the following is a powerful tool
in studying experimental data ?

(A) ANOVA

(B) Correlation analysis

(C) Regression analysis

(D) None of the above

An estimate is said to be ............. when it
has the smallest variance.

(A) Biased

(B) Unbiased

(C) Best

(D) Serially correlated

Autocorrelation in  general is more
common in :

(A) Time series data

(B) Cross-section data

(C) Primary data

(D) None of the above
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10.

11.

12.
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In the MLR model, the variance of U, is

not constant for all values of Xx., it is

termed as :

(A) Autocorrelation
(B) Heteroscedasticity
(C) Multicollinearity

(D) None of the above

Which of the following represents an
econometric model ?

(A) Y=a+bX+u

(B) Y=a+bX

(C) Both (A) and (B)

(D) None of the above

In the equation Y = a + bX, b implies :
(A) Slope of regression line

(B) Independent variable

(C) Dependent variable

(D) None of the above

The value of the dependent variable,
when no independent variables are taken
into consideration is called :

(A) Dependent variable

(B) Independent variable

(C) Intercept

(D) None of the above

(4)

13.

14.

15.

16.

The value of regression coefficient ranges
between :

(A) —1to+1

(B) Oto+1

(C) —-10to+10

(D) —>»to+

The presence or absence of correlation
between the variables can be best studied
with the help of :

(A) Pie diagram

(B) Scatter diagram

(C) Bardiagram

(D) None of the above

In the equation Y = a + bX + u, u
represents :

(A) Intercept

(B) Errorterm

(C) Both (A) and (B)

(D) None of the above

In the equation Y = a + bX, Y implies :
(A) Dependent variable

(B) Independent variable

(C) Intercept

(D) None of the above
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17.

18.

19.

20.
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The variable that we are trying to predict
is called :

(A) Explanatory variable

(B) Independent variable

(C) Dependent variable

(D) All of the above

An estimate is said to be ............ when it
has the properties of unbiasedness and
minimum variance.

(A) Biased

(B) Unbiased

(C) Best

(D) Efficient
In the equation Y = a * bx , X implies :

(A) Independent variable
(B) Intercept
(C) Dependent variable

(D) None of the above

Which of the following is a powerful tool
in studying economic relationship ?

(A) RBD techniques

(B) CRD techniques

(C) ANOVA

(D) Regression analysis

(5)

21.

22.

23.

24,

Which of the following is/are the
remedy(ies) to overcome autocorrelation
problem ?

(A) Include the omitted variable

(B) Transforming the data

(C) Both (A) and (B)

(D) None of the above

Multicollinearity arises due to :

(A) Use of lagged variables
(B) Less number of observations
(C) Less number of variables

(D) None of the above

When compared to time series data,

cross-section data is :

(A) More reliable
(B) Less reliable
(C) Easy to collect

(D) None of the above

When we say, a regression model in
linear, it means :
(A) Linearity with reference to variable

(B) Linearity with  reference to
parameter

(C) Linearity with reference to error
term

(D) None of the above
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26.

217.
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One of basic assumptions of MLR model
is that :

(A) Mean value of error is zero

(B) Variance of error is zero

(C) Strong correlation between error

(D) All of the above

If the observations of random error term
in the MLR model are correlated, it is
called as :

(A) Heteroscedasticity

(B) Autocorrelation

(C) Homoscedasticity

(D) None of the above

The square of multiple correlation

coefficient is called :
(A) Linear estimate
(B) Best estimate

(C) Coefficient of multiple

determination

(D) None of the above

(6)

28.

29.

30.

31.

When there are two variables in a
regression model it implies :

(A) Simple regression model

(B) Multiple regression model

(C) Both (A) and (B)

(D) None of the above

The degree of freedom for residual source

of variation is given by :

(A) N-K
(B) K-1
(C) N-1

(D) None of the above

The minimum variance property of an
estimate is otherwise called as :

(A) Unbiased

(B) Best

(C) Biased

(D) None of the above

The data collected by the investigator

directly from the sample farmers
represents :
(A) Primary data
(B) Time series data
(C) Secondary data
(D) Cross-section data
Set-C



32.

33.

34.

35.

AGECON-5007

The term ‘regression’ was first developed
by :

(A) Pearson

(B) Spearman

(C) Fisher

(D) Galton

In the equation Y = a + bX, ‘@

represents :

(A) Dependent variable
(B) Independent variable
(C) Intercept

(D) Slope

The data collected by the investigator
from the authentic published sources
represents :

(A) Primary data

(B) Cross-section data

(C) Time series data

(D) Secondary data

The term ‘correlation coefficient’ is given
by :

(A) Fisher

(B) Spearman

(C) Pearson

(D) Galton

(7)

36.

37.

38.

39.

The wvalue of correlation coefficient

ranges between :

(A) —-1lto+1

(B) —10to+10

(C) —100to + 100
(D) None of the above

Which of the following represents a

mathematical model ?

(A) Y=a+bX

(B) Y=a+bX+u

(C) Both (A)and (B)

(D) None of the above

In the MLR model, we assume that the
variance of U; is constant for all values of

Xiand itis called as :
(A) Autocorrelation
(B) Heteroscedasticity
(C) Homoscedasticity

(D) Multicollinearity

Autocorrelation is also known as :
(A) Simple correlation

(B) Partial correlation

(C) Serial correlation

(D) Unit correlation
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40.

41.

42.

43.

Multicollinearity in general is more

common in :

(A) Time series data
(B) Cross-section data
(C) Secondary data

(D) Primary data

If the explanatory variables in the MLR

model are correlated, it is termed as :

(A)
(B)
(©)
(D)

Homoscedasticity
Multicollinearity
Autocorrelation

Heteroscedasticity

ANOVA is a statistical tool developed
by :
(A)
(B)
©
(D)

Pearson
Spearman
Fisher

None of the above

The term ‘multicollinearity’ is coined

by :

(A) Ragner Frisch
(B) R. A.Fisher
(C) Spearman

(D) None of the above

AGECON-5007
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44,

45.

46.

47.

The tests to study the presence of
multicollinearity problem are :

(A)
(B)
(©)
(D)

Conditional index number
Eigen values
Variance inflation factor

All of the above

Orthogonals are the variables whose

covariance is :

(A) Positive
(B)
(®)

(D)

Negative
Zero

None of the above

Heteroscedasticity problem is more

common in :
(A)
(B)
(©)
(D)

Time series data
Cross-section data
Secondary data

None of the above

The autocorrelation coefficient ranges
between :
(A) -
(B)
(©)
(D)

+ <©

“1to+1

Otol

None of the above
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48.

49,

50.

51.

AGECON-5007

Which of the following tests are

employed to detect autocorrelation

problem ?

(A) Von-Neumann ratio
(B) Run’s test

(C) Durbin-Watson d-test

(D) All of the above

Principal component  analysis s

employed to overcome ............. problem.
(A) Multicollinearity

(B) Autocorrelation

(C) Heteroscedasticity

(D) None of the above

Breusch-Godfray test is used to detect :
(A) Autocorrelation

(B) Multicollinearity

(C) Homoscedasticity

(D) Heteroscedasticity

Durbin-Watson d-test the d value ranges
between :

(A) Oto4

(B) Oto+1

(C) —1to+1

(D) None of the above

(9)

52.

53.

54.

55.

The closer the Durbin-Watson d value
towards four there is :

(A) Perfect positive autocorrelation

(B) Perfect negative autocorrelation

(C) Stronger negative autocorrelation

(D) None of the above

Multicollinearity is a :

(A) Problem
(B) Test
(C) Both (A)and (B)

(D) None of the above

The OLS estimates are obtained by
minimizing :

(A) TSS

(B) ESS

(C) Both (A) and (B)

(D) None of the above

The error term in econometric model is :

(A) Economic variable
(B) Random variable
(C) Explanatory variable

(D) None of the above
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56. The econometric model is different from 59. Measure to tolerance is used to detect :

a mathematical model due to : ]
(A) Autocorrelation

(A) Presence of error term o
(B) Heteroscedasticity

(B) Absence of error term

(C) Multicollinearity
(C) Method of estimation

(D) None of the above (D) None of the above

57. Dummy variable is a : 60. If the explanatory variables are not
correlated at all, they are said to be :
(A) Problem
(B) Qualitative variable (A) Dummy variables
(C) Both (A) and (B) (B) Orthogonals

(D) None of the above (C) Both (A) and (B)

58. Cochrane-Orcutt iterative method is used (D) None of the above
to overcome :
(A) Homoscedasticity
(B) Heteroscedasticity
(C) Autocorrelation

(D) Multicollinearity
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10.

11.

12.

Impt. :

Four alternative answers are mentioned for
each question as—A, B, C & D in the booklet.
The candidate has to choose the most
correct/appropriate answer and mark the
same in the OMR Answer-Sheet as per the
direction :

Example :

Question :

Q1T ® @ © ®
2 ® ® @ ©
W3 @ @ © ®

[llegible with  cutting
over-writing or half filled circle will be
cancelled.

answers and

Each question carries equal marks. Marks
will be awarded according to the number of
correct answers you have.

All answers are to be given on OMR Answer
sheet only. Answers given anywhere other
than the place specified in the answer sheet
will not be considered valid.

Before writing anything on the OMR Answer
Sheet, all the instructions given in it should
be read carefully.

After the completion of the examination
candidates should leave the examination hall
only after providing their OMR Answer
Sheet to the invigilator. Candidate can carry
their Question BookKlet.

There will be no negative marking.

Rough work, if any, should be done on the
blank pages provided for the purpose in the
booklet.

To bring and use of log-book, calculator,
pager and cellular phone in examination hall
is prohibited.

In case of any difference found in English
and Hindi version of the question, the
English version of the question will be held
authentic.

On opening the question booklet, first
check that all the pages of the question
booklet are printed properly. If there is ny
discrepancy in the question Booklet, then
after showing it to the invigilator, get
another question Booklet of the same series.
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