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1. If X~N(5,1), the probability density

function for the normal variate x is:

. _1(><—1j2
L 2ls
(A) \me
1( X-1)2
e
(B) c \me
1 2
it
©) «/ﬁe
1 —x?
2
(D) c ﬁe

2. If X~N(525), the standard normal

deviate Z will be :

A) zz%
(8) zz%
©) Z=%
(D) Z=%

3. The characteristic function of the
multivariate normal distribution of a

random vector variate X ~ N(H'ZJ is

(A)  exp itTH—%tTZt}

(B) expl|it’ H—%Z}

(C) exp _tT p— Z}

(D) None of the above

B060801T

(3)

If in a variate normal distribution of the
variables X and Y, ryy =0, it implies
that X and Y are :

(A) uncorrelated but not independent
(B) independent but not uncorrelated
(C) independent and correlated

(D) uncorrelated and independent

Bivariate normal distribution is also
named as :

(A) Gaussian distribution

(B) Bravais distribution

(C) Laplace-Gauss distribution

(D) All of the above

InM v Ninmod |c| is

1
(A) N
1
B) —
Al
© Al
(21t)p/2
Al
D
(D) (Zn)plz
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7. The value of constant k is M. V. N. is : 10. Thevalueof AinM v Nis:

Al A) !
A
(A) (zn)p’z
(B) =
A
(B) (27c|)p|/2 © [z
1

(D) None of the above
11.  For the joint p. d. f. (x,y), the marginal

8. I Zisa pxq random matrix, L is a distribution of Y given X=x is given

rx p real matrix, M isa gqxs real matrix

as .
and N is a rxs real matrix, then

A D f(xy)
E(LZM+N) is: allx
(A) LZE (M)+N ® [~ f(xy)dxdy

(B) LE@Z)M+N

(C) LZM+E(N) © [ f(xy)dx

(D) None of the above (D) J'_OOOOJ'_OOOOf(x, y)dx

9.  Varince of Mv N of V(>~<) IS :

12. E( Y jiscalledthe:
X=X

A E(X-p)(X-p)'
(A) regression curve of X on'Y

-
®) E(X _M) (X ) (B) regression curve of Y on X
(C) E(X-ny (C) Both (A) and (B)

(D) All of the above (D) Neither (A) nor (B)
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15. Consider two vector partition of X is
13. Let X~N|pXZ|. If Y=cX, then -

T
Y~is: {)51,{(2} , then a non-singular linear

transformation  Y; =X;+MX,  and
(A) N cu,cchj
B Y, =X,, then Y; and Y, are :

(A) not independent.

(B) N H,chTj
(B) are independent.

C) are partially correlated.
© N(CM,ZJ (©) p y
(D) None of the above
(D) N(gij 16. InM.V.N. E(X) is :
. . . (A) u
14. Consider two vector partition of X is :
B) n
- .
1
< =
H

o effmenxcn]| o

! ST
B) E [XZ_HJ[&‘HJ } 17. InM v N is:

[

@) s

|
o nfoen) ws
o]
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18. InM v NE(2)is: 21. Inthe M v N analysis %, , is expressed

@ 25 by :
n
®) z (A) Zp-T1p3p3Iy
n
n—1 (B) Zu-Tp%5%x
€ —=
n (C) Both (A) and (B)

(D) All of the above )
(D) Neither (A) nor (B)
19. Consider two vector partition of X is

% 22. In partial variance and covariance
A1

-
()51,)52} .Then E| — [ is:

. (A)  Sij.gsi....p
(A) H(2)+2212§2(>.§1—H2]

(B)  Giigst...p

(B) ui)* %5120 (?& —82]

©) Sjiga..p
©) H(1)+21225%()52_E‘2j (D) None of the above
(D) None of the above 23. The partial correlation coefficient
20. Consider two vector partition X is is

T X1 o

()51,>_§2J .ThenV | — | is: (A) yg+Lp
X, \/Gii.q+1 ......... p\licjj.q+l ......... p

(A) Ty -3 5y B) Gij. g+l

Gii.g+l......... Gij.g+l.........
(B) 521,555 \/ ! p\j b P

(C) 2 —253%5» 3 (C) Both (A) and (B)

(D) 2 —Z,E13Zn (D) Neither (A) nor (B)
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24. In  multiple correlation  coefficient 27. The variable y=-2logx is distributed

Rig...p 19 as U (0, 1) follows :
-1 T
) (i) >229(i) (A) t-distribution
Gij
(B) F-distribution
-1 T
® 0200
oj (C) 2 -distribution
-1 T (D) None of the above
© |20

Gii
28. The Wishart’s distribution is a
(D) None of the above
multivariate generalization of :
25. The range of multiple correlation

(A) Normal distribution

coefficient Riga...p is:
(A) Closed interval (0, 2) (B) t-distribution
(B) Closed interval (0, 3) (C) Chi-square distribution

(C) Closed interval (0, 1) o
(D) F-distribution

(D) Closed interval (2, 3)
29. Characteristic function of Wishart’s
26. If X, and X, are two independent 7>

variates, which of the following has also distribution is :

2 .
x - -distribution ? ™
(A) [203] 2
(A)  X+X;
X M
® = B) [1-2i63 2
2
X
c : M
(©) Xy + X, C) [1-i6z|2
Xz
(D) < (D) None of the above
1
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30. Ifthe A,i=12

to

q
A=>"A; is distributed as :
i1

(A)

(D)

w o (m,3)

W(m;,2)

(&)

31. If A~W(m,2), then % is follows as :

(A x*(m)

B) x*(m+1)

C) x*(m-p+1)

(D) x*(m-p)

32. Which of the following

correct ?

(A) N231="324

(B) na3=Txns

(C) nz=ny3

(D) ho3=ha3;
B0608O1T

g are i.i.d. according

respectively,

(8)

byy

(A)
(B)
(©)
(D)

The

as an estimate of By, is:

a consistent estimator
unbiased
efficient

All of the above

range of simple

coefficientis :

(A)
(B)
(©)
(D)

0to oo

—o0 t0 oo

Otol

—1tol

correlation

If ry, =0, then variables X and Y are :

(A)
(B)
(©)
(D)

independent
not linearly related
linearly related

None of the above

Significance of a simple correlation

coefficient can be tested by :

(A)
(B)
(©)
(D)

Z-test
t -test

F-test

¥ 2 -test

Set-A



37.

38.

39.

B060801T

If Ry1.23 is multiple correlation coefficient,

simple correlation coefficients 5,15 and

I, then:

(A)  Ryp32np,h3,hs

(B) Rizz<hhz s
(C) Both (A) and (B)
(D) Neither (A) nor (B)

The formula for multiple correlation

coefficient Rgi3 in terms of simple

correlation  coefficients and

12,3
lys 1S :

2 2
h2 + 3 =20,

(A)
1-rj

2 2
(B) M2+ 13— 20, 33
1-rj

(C) Both (A) and (B)
(D) Neither (A) nor (B)

In a multivariate study, the correlation
between any two variable eliminating, the
effect of all other variables is called :

(A) Simple correlation

(B) Multiple correlation

(C) Partial correlation

(D) All of the above

(9)

40.

41.

42.

43.

The partial correlation coefficient r5, is
called :

(A) First order partial correlation
(B) Zero order partial correlation
(C) Second order partial correlation

(D) None of the above

The idea of testing of hypothesis was first
set forth by :

(A) R.A.Fisher

(B) J. Neyman

(C) A. Wald

(D) F.L.Lehman

The hypothesis under test is :
(A) Simple hypothesis

(B) Alternative hypothesis
(C)  Null hypothesis

(D) None of the above

Degree of freedom is related to :

(A) No. of observations in a set

(B) Hypothesis under test

(C) No. of independent observations in
a set

(D) None of the above

Set-A



44. Student’s t-test was invented by : 48. Formula for obtaining 95% confidence
(A) R.A. Fisher limits for the mean p for normal

(B) W.S. Gosset population N (M,Gz) with known o are:

(C) W.G. Cochran
(A) -1.96<X"M <196

(D) G. W. Snedecor

o
Jn
45. Student’s t-test is applicable in case
of : X —
®) P|-z, <X <z |=095
(A) small samples 2 X 3
Jn

(B) samples of size < 30

(C) Both (A)and (B)
(C) large sample

(D) Neither (A) nor (B)
(D) None of the above

49. Confidence interval is  specified
46. Student’s t-test is applicable only when :

by :
(A) The variate values are independent.

A) Upper and lower limit
(B) The variable is distributed (A) - Upp

normally. (B) Only upper limit

(C) The sample is not large than 29. (C) Only lower limit

(D) All of the above (D) None of the above

47. Totest Hy:p=pg as Hy:p> g, when 50. Interval estimate is determined in terms

S. D. is known, the appropriate test is : of .

(A) t-test (A) Confidence coefficient
(B) Z-test (B) Location

(C) F-test (C) Minimax

(D) None of the above (D) All of the above

B06080LT (10) Set-A



51.

52.

53.

In M v N the Mahalanobis-D? is based

on:

(A %%p
(B) T?

(C) F?
(D) Z

In Hotelling’s T?-statistic, if Hy:p=p,,
T
then n[X—Ho] S‘l(f(—,ﬁo} is :
T
A -
(A) 1
T2
B) —
(B) 1
n-1
C J—
© ==

(D)

—| =

In Mv N, if we have E(Z()=H=0 the

Hotelling’s T? is :

(A) n(nl)[XTsli

(B) (n—l)[XT slx]

(C) Both (A) and (B)

(D) Neither (A) and (B)

B060801T

54.

55.

56.

Xl -~ N(Ml,z] and X2 -~ N(Mz,zj If
N Ny

¥ is unknown common variable, then

X=X, is:

) N|o—" zj
n1+n2

B) N 0,%2)

©) N|oMtMe z]
M Ny

(D) None of the above

Hotelling’s T2 is :
(A) Sum of y2-variate

(B) Ratio of y2-variate
(C) Both (A)and (B)

(D) Neither (A) nor (B)

Test the hypothesis Hg:py =py.....up,

then T2 >TZ, where TZ is

(A) wﬁx(p—l,n— p+1)

(n—p+1)

(P=Y) ooy
® opap (P
©) (n-1)

fpet (P

(D) None of the above

Set-A



57. In canonical correlation

and

E(V?)=a"3ya

E(Vz) =B'2,.B,

then E(UV) is:

(A)
(B)
(©)
(D)

58. In

individual belongs to m;, but classified it

a'% B
BTS00
a'EyB
'S, B

study of misclassification

the

as coming from population =, is denoted

by :

(A)

(B)

(©)
(D)

59. We

O
Pl

|
|
£

All of the above

O
N

define the expected cost

misclassification as :

(A)

(B

N

(©)
(D)

B060801T

o{1)e(3)
{2)el3)

Both (A) and (B)
Neither (A) nor (B)

of

(12)

The conditional probability of coming

from population =, givenn is :

® q1p1<qx2>p+2c(1: L(x)
®) qlpl(il)pi(qz)pz(X)
©
©

Which type of analysis involves three or

more variables ?

(A) Univariate Analysis
(B) Bivariate Analysis
(C) Multivariate Analysis

(D) All of the above

Which type of analysis
to predict a categorical
variable ?

(A) Factor Analysis
(B) Discrimination Analysis
(C) Linear Analysis

(D) None of the above

attempts

dependent

Set-A



63. Which multivariate analysis statistically 66. The mean vector of a random vector

identifies a reduced number of factors (X1, X2) is (3, 5), then the mean vector of
from a large number of variables ? (Xq + 2Xp, 2X1 — X5) is :

(A) Factor Analysis (A) (13, 1)

(B) Regression (B) (13,5)

(C) Logit Analysis ©) (13.11)

(D) All of the above
(D) None of the above

64. The distribution of Hotelling’s T? is
67. Principal components are :

multivariate generalization :

(A) Orthogonal
(A) Chi-square

(B) Uncorrelated
(B) Normal

(C) Independent
€ F

(D) All of the above
(D) None of the above

68. For a multivariate normal random vector,
65. Which of the following is an example of

: . : . the variance-covariance matrix is always :
a dimensionality reduction technique ?

(A) Principal component analysis (A)  Square matrix

(B) Support vector machine (B) Non-negative definite

(C) K-nearest neighbours (C) Symmetric

(D) All of the above (D) All of the above

B06080LT (13) Set-A



69. If X~ Np(B,Z), then for a vector a, the 73. Let X~ Np(E,Z). The variance of A X

variable a’X follows which distribution ?

IS :
A N (=
(A) p(E ) (A) AzAT
(B Np(wnx)
1 (B) ATzA
© ND(E_HZJ
(C) AATS

(D) None of the above

(D) None of the above
70. A canonical correlation cannot be

negative, because : 74. A coefficient which examines the

A) we take only positive eigen values. . )
A yP J association between a dependent variable

(B) it is generalisation of multiple

correlation and independent variable after factoring

(C) we take only positive square root. out the effect of other independent

D) werej n ive value. ) .
(D) e rejected negative value variable is known as :

71. In factor analysis, if there are k variables ) ) o
(A) Partial correlation coefficient
and m factors, then :

(A) k<m (B) Multiple correlation coefficient
(B) m<k (C) Regression coefficient
(C) m=k

D) All of th
(D) None of the above (D) of the above

72. Among the principal component, what 75.  Which of the following is an orthogonal
has  principal ~ component  largest rotation in factor analysis ?
variance ? o
(A) Oblimin
(A) First
(B) Oblimax
(B) Last
©) (p/2)th (C) Varimax
(D) None of the above (D) All of the above

B06080LT (14) Set-A



76. To determine which variables relate to 79. The two basic groups of multivariate

which factors, a researcher would use : analysis are :

) (A) dependence methods and
(A) Factor loading

interdependence methods

(B) Beta coefficient ]
(B) primary methods and secondary

(C) Eigen values methods
(D) None of the above (C) simple methods and complex
methods

77. If you want to determine the amount of
(D) All of the above
variance in the original variables that is
80. If a bank wants to differentiate between

associated with a factor, you would use : o
successful and unsuccessful credit risks

(A) Factor loadings for home mortgage loans, it should use :
(B) Eigen values (A) Factor analysis
(C) Beta coefficient (B) MANOVA

(C) Discriminant analysis
(D) All of the above

(D) All of the above

78.  Which of the following can be used o _ )
81. In discriminant analysis, a linear

determine how many factors to take from combination of independent variables that

a factor analysis ? explains group memberships is known

as:
(A) Eigen values

(A) regression function
(B) Percentage of variance

(B) discriminant function
C) Both(A)and (B
© (A) and (B) © ANOVA

(D) Neither (A) nor (B) (D) None of the above

B06080LT (15) Set-A



82.

83.

84.

A researcher has 57 variables in a large
dataset and wishes to summarize the
information from them into a reduced set
Which

of  variables. multivariate

technique should be used ?

(A) Factor Analysis

(B)

Regression Analysis
(C) ANOVA

(D) All of the above

Correlation Analysis is :

(A) Association between two variables
(B) Prediction of values
(C) Both (A) and (B)

(D) Neither (A) nor (B)

The degree of linear association

between two scaled variables is measured
by :
(A) Pearson’s correlation coefficient
(B)

Significance level

(©)

Analysis of variance

None of the above

(D)

B060801T

(16)

85.

86.

87.

A statistical technique that develops and
that relates as one variable to more

variables is called :

(A) Simple correlation analysis
(B)
(©)

(D)

Multiple correlation analysis
Partial correlation analysis

All of the above

A technique for the study of
interrelationship among variables, usually
for the purposes for data reduction and
the discovery of underlying constructs is

known as :
(A)
(B)
(©)
(D)

Factor Analysis
Regression Analysis
Partial Correlation Analysis

Multiple Correlation Analysis

If X and Y are two independent variables,

then :
(A) E(XY)=E(X)E(Y)
(B) Cov (XY)=0

(©)

I’XY :O

(D) All of the above

Set-A



88.

89.

90.

Joint distribution function of (X, Y) is

equivalent to the probability :

(A) PX=xY=y)

B) PX<xY<y)

C) PX<xY=y)

(D) PX=xY>Y)

If the sample mean X is an estimate of

population mean p, then X is:

(A) unbiased and efficient

(B) Dbiased and efficient

(C) Dbiased and inefficient

(D) None of the above

The concepts of consistency, efficiency

and sufficiency are due to :

(A) J. Neyman

(B) R. A.Fisher

(C) C.R.Rao

(D) All of the above

B060801T

(17)

For a random sample (Xq,Xo,..ccoocr, Xy )
: 2
from a population N (p.,G ) the

maximum likelihood estimator of o2 is :

1 =12
(A) E§(xi—x)

1 —1\2
® 3xX)
© —E(X-n)

1 2
(D) m%(xi_u)

For a random sample from a Poisson
P(x), the

likelihood estimate of & is:

population maximum

(A) Mean
(B) Median
(C) Mode

(D) Geometric Mean
For two populations N(},Ll,csz) and

N(pz,cz) with ® unknown, the test

statistics for Hy 1y =p, based on small

samples with usual notations is :

X — X
A t=—2—L
(A) —

7+7

m
(B) t=—1X

Si+i
Wh ny
(C) Both (A) and (B)
(D) Neither (A) nor (B)

Set-A



94.

95.

96.

Which  of the following  with

usual notations is not a statistical

hypothesis ?

(A) H: (52=Gg

H:cslz>cs§

(B)
(C) H:ip=p,
(D) H : people suffering from T. B.

belong to the poor section of the

society.

The hypothesis which is under test for
possible rejection is called :

(A) null hypothesis

(B) alternative hypothesis
(C) Both (A) and (B)

(D) Neither (A) nor (B)

A hypothesis contrary to null hypothesis

is known as :

(A)
(B)
(©)
(D)

Composite hypothesis
Alternative hypothesis
Both (A) and (B)

Neither (A) nor (B)

B060801T

(18)

97.

98.

99.

100.

Fisher-Behren’s test use for Hy:py =p,

under condition :
(A) of #05

(B) of=c5
©)

(D)

Both (A) and (B)

Neither (A) nor (B)

Estimation is possible only in case of a :
(A)
(B)
(©)
(D)

random sample
non-random sample
point sample

None of the above

The idea of correlation was given by :

(A) Karl Pearson
(B) C.R.Rao
(C) S.N.Bose

(D) A. K. Nigam

Second order partial  correlation

coefficient is :

(A)

KY)

(B) hoaz

(©)
(D)

11234

All of the above

Set-A
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10.

11.

12.

Impt. :

Four alternative answers are mentioned for
each question as—A, B, C & D in the booklet.
The candidate has to choose the correct
answer and mark the same in the OMR
Answer-Sheet as per the direction :

Example :

Question :

QL D @ © ©
2 A ® @ ©®
W3 »® @ © ©®

Illegible with  cutting
over-writing or half filled circle will be
cancelled.

answers and

Each question carries equal marks. Marks
will be awarded according to the number of
correct answers you have.

All answers are to be given on OMR Answer
sheet only. Answers given anywhere other
than the place specified in the answer sheet
will not be considered valid.

Before writing anything on the OMR Answer
Sheet, all the instructions given in it should
be read carefully.

After the completion of the examination
candidates should leave the examination hall
only after providing their OMR Answer
Sheet to the invigilator. Candidate can carry
their Question BookKlet.

There will be no negative marking.

Rough work, if any, should be done on the
blank pages provided for the purpose in the
booklet.

To bring and use of log-book, calculator,
pager and cellular phone in examination hall
is prohibited.

In case of any difference found in English
and Hindi version of the question, the
English version of the question will be held
authentic.

On opening the question booklet, first
check that all the pages of the question
booklet are printed properly. If there is ny
discrepancy in the question Booklet, then
after showing it to the invigilator, get
another question Booklet of the same series.
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el SR Bicd 2| IR B OMR J=R-3e d
TR go AT H 9 YR WA
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w1 @ © ©
w2 A ® ©
s D @ © O
TSI TR AT W SR ST BIeT AT 98l 11
2, T el | 3T W a7 T, S R R
feam S |

5. TP U b P TEE 2| MUB oA IR
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6. T SR Dad 3l TA. IR, SR-U5F (OMR
Answer Sheet) R 8 A 99 2| SRS |
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IR A=Y 8] 81|

7. il TH. 3R. STR-U5& (OMR Answer Sheet)
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