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Instructions to the Examinee :  ijh{kkfFkZ;ksa ds fy, funsZ’k % 

1. Do not open the booklet unless you are 

asked to do so. 

 1. iz’u&iqfLrdk dks rc rd u [kksysa tc rd vkils dgk 

u tk,A 

2. The booklet contains 60 questions. 

Examinee is required to answer any 50 

questions in the OMR Answer-Sheet 

provided and not in the question booklet. If 

more than 50 questions are attempted by 

student, then the first attempted 50 

questions will be considered for evaluation. 

All questions carry equal marks. 

 2. iz’u&iqfLrdk esa 60 iz’u gSaA ijh{kkFkhZ dks fdUgha  

50 iz’uksa dks dsoy nh xbZ OMR vkUlj&’khV ij gh 

gy djuk gS  iz’u&iqfLrdk ij ughaA ;fn Nk= }kjk 

50 ls vf/kd iz’uksa dks gy fd;k tkrk gS rks izkjfEHkd 

gy fd;s gq, 50 mŸkjksa dks gh ewY;kadu gsrq lfEefyr 

fd;k tk,xkA lHkh iz’uksa ds vad leku gSaA 

3. Examine the Booklet and the OMR Answer-

Sheet very carefully before you proceed. 

Faulty question booklet due to missing or 

duplicate pages/questions or having any 

other discrepancy should be got 

immediately replaced. 

 3. iz’uksa ds mŸkj vafdr djus ls iwoZ iz’u&iqfLrdk rFkk 

OMR vkUlj&’khV dks lko/kkuhiwoZd ns[k ysaA nks”kiw.kZ 

iz’u&iqfLrdk ftlesa dqN Hkkx Nius ls NwV x, gksa ;k 

iz’u ,d ls vf/kd ckj Ni x, gksa ;k mlesa fdlh 

vU; izdkj dh deh gks  rks mls rqjUr cny ysaA 
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1. Prediction gain ................. for better 

prediction. 

(A) Increases 

(B) Decreases 

(C) Remains same 

(D) None of the above 

2. The low pass filter at the output end of 

delta modulator depends on : 

(A) Step size 

(B) Quantization noise 

(C) Bandwidth 

(D) None of the above 

3. Thermal noise power of a resistor 

depends upon : 

(A) Its resistance value 

(B) Noise temperature 

(C) Bandwidth 

(D) Ambient temperature 

4. The output SNR can be made 

independent of input signal level by 

using : 

(A) Uniform quantizer 

(B) Non-uniform quantizer 

(C) Uniform and Non-uniform 

quantizer 

(D) None of the above 

5. Which type of quantization is most 

preferable for audio signals for a human 

ear ? 

(A) Uniform quantization 

(B) Non-uniform quantization 

(C) Uniform and Non-uniform 

quantization 

(D) None of the above 

6. The channel capacity is : 

(A) The maximum information 

transmitted by one symbol over the 

channel 

(B) Information contained in a signal 

(C) The amplitude of the modulated 

signal 

(D) All of the above 
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7. For decoding in convolution coding, in a 

code tree : 

(A) Diverge upward when a bit is 0 and 

diverge downward when the bit  

is 1. 

(B) Diverge downward when a bit is 0 

and diverge upward when the bit  

is 1. 

(C) Diverge left when a bit is 0 and 

diverge right when the bit is 1. 

(D) Diverge right when a bit is 0 and 

diverge left when the bit is 1. 

8. Interleaving process permits a burst of B 

bits, with l as consecutive code bits and t 

errors when : 

(A) B 2tl   

(B) B tl   

(C) B / 2tl   

(D) B tl   

9. Assuming that the channel is noiseless, if 

TV channels are 8 kHz wide with the 

bits/sample = 3 Hz and signalling rate = 

16 × 610  samples/second, then what 

would be the value of data rate ? 

(A) 16 Mbps 

(B) 24 Mbps 

(C) 48 Mbps 

(D) 64 Mbps 

10. Which approach plays a cardinal role in 

supporting the results obtained regarding 

the information capacity theorem ? 

(A) Line Packing 

(B) Volume Packing 

(C) Sphere Packing 

(D) All of the above 

11. According to Shannon’s second theorem, 

it is not feasible to transmit information 

over the channel with .............. error 

probability, although by using any 

coding technique. 

(A) small 

(B) large 

(C) stable 

(D) unpredictable 

12. If the channel is band limited to 6 kHz 

and signal to noise ratio is 16, what 

would be the capacity of channel ? 

(A) 15.15 Kbps 

(B) 24.74 Kbps 

(C) 30.12 Kbps 

(D) 52.18 Kbps 
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13. In channel coding theorem, channel 

capacity decides the ................. 

permissible rate at which error free 

transmission is possible.  

(A) maximum 

(B) minimum 

(C) constant  

(D) None of the above 

14. In digital communication system, smaller 

the code rate, ................. are the 

redundant bits. 

(A) less 

(B) more 

(C) equal 

(D) unpredictable 

15. Which type of channel does not represent 

any correlation between input and output 

symbols ? 

(A) Noiseless channel 

(B) Lossless channel 

(C) Useless channel 

(D) Deterministic channel 

16. The cyclic codes are designed using : 

(A) Shift registers with feedback 

(B) Shift registers without feedback 

(C) Flip-flops 

(D) None of the above 

17. A cyclic code can be generated using 

(A) Generator polynomial 

(B) Generator matrix 

(C) Generator polynomial and matrix 

(D) None of the above 

18. The feedback shift register circuit is 

called as : 

(A) Multiplying circuit 

(B) Dividing circuit 

(C) Feedback circuit 

(D) Shifting circuit 

19. In the dividing circuit, the parity 

polynomial is obtained by the : 

(A) Quotient 

(B) Remainder 

(C) Dividend 

(D) Divisor 
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20. The received code contains an error if the 

syndrome vector is : 

(A) Zero 

(B) Non-zero 

(C) Infinity 

(D) None of the above 

21. Block codes are generated using : 

(A) Generator polynomial 

(B) Generator polynomial and matrix 

(C) Generator matrix 

(D) None of the above 

22. Extended go-lay code is formed by : 

(A) Adding overall parity bit to perfect 

go-lay code 

(B) Ex-oaring overall parity bit with 

perfect go-lay code 

(C) Ex-oaring each bit of go-lay code 

(D) Dividing the overall parity bit with 

perfect go-lay code 

23. Block length is the .................. in the 

code-word. 

(A) Number of elements 

(B) Distance between elements 

(C) Number of parity bits 

(D) None of the above 

24. The rate of a block code is the ration of : 

(A) Block length to message length 

(B) Message length to block length 

(C) Message weight to block length 

(D) None of the above 

25. Linear codes are used for : 

(A) Forward error correction 

(B) Backward error correction 

(C) Forward error detection 

(D) Backward error detection 

26. The k-bit message forms ................... 

distinct messages which is referred to as 

k-tuples. 

(A) 2k 

(B) k
2
 

(C) 2k 

(D) 21/k 

27. The sum of any two vectors in subset S is 

also in S. This is called as : 

(A) Addition property 

(B) Subset property 

(C) Closure property 

(D) Similarity property 
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28. In a standard matrix set code-word there 

is .............. coset. 

(A) 2k 

(B) 2n – k 

(C) 2n + k 

(D) 2n 

29. Syndrome is calculated by : 

(A) HT/r 

(B) rHT 

(C) rH 

(D) None of the above 

30. The .................. of the code-word  

is the number of non-zero  

elements. 

(A) Size 

(B) Weight 

(C) Distance 

(D) Subspace 

31. Some examples of linear codes : 

(A) Hamming code 

(B) Reed-Solomon code 

(C) Parity code 

(D) All of the above 

32. Hamming distance can be given by the 

number of elements in which : 

(A) they are same 

(B) they differ 

(C) they are non-zero 

(D) None of the above 

33. Code strength is characterized by it : 

(A) Minimum distance 

(B) Maximum distance 

(C) Code weight 

(D) Code size 

34. The distance between two code-words is 

equal to the .................. of the third code-

word which is the sum of the first two 

code-words. 

(A) Size 

(B) Weight 

(C) Minimum distance 

(D) None of the above 

35. Error detecting capability is given as : 

(A) minD  + 1 

(B) minD  – 1 

(C) minD  

(D) minD / 2 
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36. The minimum distance minD  can also be 

given as : 

(A) minD  > =  +  + 1 

(B) minD  < =  +  + 1 

(C) minD  > =  +  – 1 

(D) minD  < =  +  – 1 

37. For better efficiency and simplicity, n 

should be : 

(A) Maximum 

(B) Minimum 

(C) Zero 

(D) Infinity 

38. Nyquist frequency is given by : 

(A) fs 

(B) 2fs 

(C) fs/2 

(D) None of the above 

39. Some various types of distortion are : 

(A) Jitter 

(B) Noise 

(C) Aperture error 

(D) All of the above 

40. Noise which can affect sampling are : 

(A) Thermal sensor noise 

(B) Analog circuit noise 

(C) Thermal sensor and Analog circuit 

noise 

(D) None of the above 

41. Oversampling can completely eliminate : 

(A) Aperture error 

(B) Non-linearity 

(C) Quantization error 

(D) All of the above 

42. What is the bit depth used for audio 

recording ? 

(A) 8 bits 

(B) 16 bits 

(C) 24 bits 

(D) All of the above 

43. Which factors are measured using the 

units of lines per picture height ? 

(A) Resolution 

(B) Sampling rate 

(C) Resolution and Sampling rate 

(D) None of the above 

44. Sampling of simultaneously two different 

but related waveforms is called as : 

(A) Over-sampling 

(B) Complex sampling 

(C) Intersampling 

(D) None of the above 

45. Sampling can be done for functions 

varying in : 

(A) Space 

(B) Time 

(C) Space and Time 

(D) None of the above 
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46. Self information should be : 

(A) Positive 

(B) Negative 

(C) Positive and Negative 

(D) None of the above 

47. The unit of average mutual information 

is : 

(A) Bits 

(B) Bytes 

(C) Bits per symbol 

(D) Bytes per symbol 

48. When probability of error during 

transmission is 0.5, it indicates that : 

(A) Channel is very noisy. 

(B) No information is received. 

(C) Channel is very noisy and no 

information is received.  

(D) None of the above 

49. Binary Huffman coding is a : 

(A) Prefix condition code 

(B) Suffix condition code 

(C) Prefix and Suffix condition code 

(D) None of the above 

50. When X and Y are statistically 

independent, then I (x, y) is : 

(A) 1 

(B) 0 

(C) ln 2 

(D) Cannot be determined 

51. Consider a dice with the property that 

probability of a face with n dots showing 

up is proportional to n. The probability of 

face showing 4 dots is : 

(A) 17 

(B) 542 

(C) 121 

(D) 421 

52. Let X be a random variable with 

probability distribution function : 

 f (x) =  0.2,    for x  < 1   

             = 0.1,     for 1 < x  < 4  

      = 0  ,      otherwise 

The probability P (0.5 < x < 5)  

is ................ . 

(A) 0.3 

(B) 0.5 

(C) 0.4 

(D) 0.8 
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53. Runs scored by batsman in 5 one day 

matches are 50, 70, 82, 93 and 20. The 

standard deviation is .................. . 

(A) 25.79 

(B) 25.49 

(C) 25.29 

(D) 25.69 

54. If E denotes the expectation the variance 

of a random variable X is denoted as : 

(A) 2(E (X))    

(B) 2 2E (X ) – (E (X))   

(C) 2E (X )   

(D) 2E (X) 

55. The random variables X and Y have 

variances 0.2 and 0.5 respectively. Let  

Z =  5X – 2Y. The variance of Z is : 

(A) 3 

(B) 4 

(C) 5 

(D) 7 

56. Let (X1, X2) be independent random 

variables. X1 has to mean 0 and  

variance 1, while X2 has mean 1 and 

variance 4. The mutual information  

I (X1; X2) between X1 and X2 in bits is : 

(A) 2 

(B) 4 

(C) 5 

(D) 0 

57. An event has two possible outcomes with 

probability 1P  = 1/2 and 2P  = 1/64. The 

rate of information with 16 outcomes per 

second is : 

(A) (38/4) bits/sec 

(B) (38/64) bits/sec 

(C) (38/2) bits/sec 

(D) (38/32) bits/sec 

58. Lempel-Ziv algorithm is : 

(A) Variable to fixed length algorithm 

(B) Fixed to variable length algorithm 

(C) Fixed to fixed length algorithm 

(D) Variable to variable length 

algorithm 

59. A rate distortion function is a : 

(A) Concave function 

(B) Convex function 

(C) Increasing function 

(D) None of the above 

60. The SNR value can be increased by 

................... the number of levels. 

(A) Increasing 

(B) Decreasing 

(C) Does not depend on 

(D) None of the above 
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4. Four alternative answers are mentioned for 
each question as—A, B, C & D in the booklet. 
The candidate has to choose the most 
correct/appropriate answer and mark the 
same in the OMR Answer-Sheet as per the 
direction : 

 4. iz’u&iqfLrdk esa izR;sd iz’u ds pkj lEHkkfor mŸkj  

A, B, C ,oa D gSaA ijh{kkFkhZ dks mu pkjksa fodYiksa esa ls 

,d lcls lgh vFkok lcls mi;qDr mŸkj Nk¡Vuk gSA 

mŸkj dks OMR vkUlj&’khV esa lEcfU/kr iz’u la[;k esa 

fuEu izdkj Hkjuk gS % 

Example :  mnkgj.k % 

Question :  iz’u % 

Q. 1  iz’u 1 

Q. 2  iz’u 2 

Q. 3  iz’u 3 

Illegible answers with cutting and  

over-writing or half filled circle will be 

cancelled. 

 viBuh; mŸkj ;k ,sls mŸkj ftUgsa dkVk ;k cnyk x;k 

gS  ;k xksys esa vk/kk Hkjdj fn;k x;k  mUgsa fujLr dj 

fn;k tk,xkA 

5. Each question carries equal marks. Marks 
will be awarded according to the number of 
correct answers you have. 

 5.  izR;sd iz’u ds vad leku gSaA vkids ftrus mŸkj 

lgh gksaxs] mUgha ds vuqlkj vad iznku fd;s tk;saxsA 

6. All answers are to be given on OMR Answer 
sheet only. Answers given anywhere other 
than the place specified in the answer sheet 
will not be considered valid. 

 6. lHkh mŸkj dsoy vks- ,e- vkj- mŸkj&i=d (OMR 

Answer Sheet) ij gh fn;s tkus gSaA mŸkj&i=d esa 

fu/kkZfjr LFkku ds vykok vU;= dgha ij fn;k x;k 

mŸkj ekU; ugha gksxkA 

7. Before writing anything on the OMR Answer 
Sheet, all the instructions given in it should 
be read carefully.  

 7. vks- ,e- vkj- mŸkj&i=d (OMR Answer Sheet) ij 

dqN Hkh fy[kus ls iwoZ mlesa fn;s x;s lHkh vuqns’kksa dks 

lko/kkuhiwoZd i<+ fy;k tk;sA 

8. After the completion of the examination 
candidates should leave the examination hall 
only after providing their OMR Answer 
Sheet to the invigilator. Candidate can carry 
their Question Booklet. 

 8. ijh{kk lekfIr ds mijkUr ijh{kkFkhZ d{k fujh{kd dks 

viuh OMR Answer Sheet miyC/k djkus ds ckn 

gh ijh{kk d{k ls izLFkku djsaA ijh{kkFkhZ vius lkFk 

iz’u&iqfLrdk ys tk ldrs gSaA 

9. There will be no negative marking.  9. fuxsfVo ekfd±x ugha gSA 

10. Rough work, if any, should be done on the 
blank pages provided for the purpose in the 
booklet. 

 10. dksbZ Hkh jQ dk;Z  iz’u&iqfLrdk ds vUr esa  jQ&dk;Z 

ds fy, fn, [kkyh ist ij gh fd;k tkuk pkfg,A 

11. To bring and use of log-book, calculator, 
pager and cellular phone in examination hall 
is prohibited. 

 11. ijh{kk&d{k esa ykWx&cqd] dSydqysVj] istj rFkk lsY;qyj 

Qksu ys tkuk rFkk mldk mi;ksx djuk oftZr gSA  

12. In case of any difference found in English 
and Hindi version of the question, the 
English version of the question will be held 
authentic. 

 12. iz’u ds fgUnh ,oa vaxzsth :ikUrj.k esa fHkUurk gksus dh 

n’kk esa iz’u dk vaxzsth :ikUrj.k gh ekU; gksxkA 

Impt. : On opening the question booklet, first 
check that all the pages of the question 
booklet are printed properly. If there is ny 
discrepancy in the question Booklet, then 
after showing it to the invigilator, get 
another question Booklet of the same series. 

 
egRoiw.kZ % iz’uiqfLrdk [kksyus ij izFker% tk¡p dj ns[k ysa 

fd iz’u&iqfLrdk ds lHkh i”̀B HkyhHkk¡fr Nis gq, gSaA 

;fn iz’uiqfLrdk esa dksbZ deh gks] rks d{kfujh{kd dks 

fn[kkdj mlh fljht dh nwljh iz’u&iqfLrdk izkIr  

dj ysaaA 
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